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NEW QUESTION 1
Exhibit:

Set configuration context:

e ne t:l [ ;1'-‘
use-context kB8s
Context

You sometimes need to observe a pod's logs, and write those logs to a file for further analysis. Task
Please complete the following;

* Deploy the counter pod to the cluster using the provided YAMLspec file at /opt/KDOB00201/counter.yaml
* Retrieve all currently available application logs from the running pod and store them in the file
/opt/KDOBO0020I/log_Output.txt, which has already been created

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:
studentlinode~1:~5 kubectl create =f /opt/EKDOB00201/counter.yaml
pod/counter created
student@ncde-1:~5% kubactl get pods
HAME READY STATU3
counter 1/1 Running
livenesa-http 171 Running
nginx=101 f1 Running 0 th46m

nginx-configmap 1/1 Running o 107=

Running 0 Tm2ls

Running 0 6hd &m

logs counter
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udentfinode-1:~% kubectl luqﬂ counter > fopt/EDOB00201/log output.

studentlnode~1:~5 F

student@node-1:~% kubectl logs counter > .-"-'\Iﬂ. i/ | fleg pu!; ut . Ext
studentfnoda-1:~% kubectl logs counter > fopt/
student@nods-1:~5 caljopt/EDOB00201/1log_output.tx
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EBReadme >_ Web Terminal L1 THELINUX FOUNDATION

pt/EDOB00201/1log output.txt
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NEW QUESTION 2
Exhibit:

Set configuration context:

Context

A user has reported an aopticauon is unteachable due to a failing livenessProbe . Task

Perform the following tasks:

« Find the broken pod and store its name and namespace to /opt/KDOB00401/broken.txt in the format:

{namespace>/<pod>

The output file has already been created

« Store the associated error events to a file /opt/KDOBO00401/error.txt, The output file has already been created. You will need to use the -0 wide output specifier
with your command

* Fix the issue.

RAEMIeshales
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A. Mastered
B. Not Mastered

Answer: A
Explanation:

Solution:

Create the Pod: kubectlcreate-f
http://k8s.io/docs/tasks/configure-pod-container/

exec-liveness.yaml

Within 30 seconds, view the Pod events: kubectldescribepod liveness-exec
The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen CountFrom SubobjectPath Type Reason Message
24s 24s 1{default-scheduler } NormalScheduled Successfully assigned liveness-exec to worker0

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalPulling pulling image"gcr.io/google_containers/busybox"

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalPulled Successfully pulled image"gcr.io/google containers/busybox"

23s 23s 1{kubelet worker0} spec.containers{liveness} NormalCreated Created container with docker id86849c¢15382e; Security:[seccomp=unconfined]
23s 23s 1{kubelet worker0} spec.containers{liveness} NormalStarted Started container with docker id86849c15382e

After 35 seconds, view the Pod events again: kubectldescribepod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1{default-scheduler } Normal Scheduled Successfully assigned liveness-exectoworker0

36s 36s 1{kubelet workerQ} spec.containers{liveness} Normal Pulling pulling image"gcr.io/google_containers/busybox"

36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Pulled Successfully pulled image"gcr.io/google_containers/busybox"

36s 36s 1{kubelet worker0} spec.containers{liveness} Normal Created Created containerwithdocker id86849c15382e; Security:[seccomp=unconfined]
36s 36s 1{kubelet workerQ} spec.containers{liveness} Normal Started Started containerwithdocker id86849c15382e

2s 2s 1{kubelet worker0} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open

‘Itmp/healthy': No suchfileordirectory

Wait another 30 seconds, and verify that the Container has been restarted: kubectl get pod liveness-exec

The output shows that RESTARTS has been incremented:

NAMEREADY STATUSRESTARTS AGE

liveness-exec 1/1Running 1m

NEW QUESTION 3
Exhibit:

Set configuration context:

-\-lll u;-l'T‘; |"|:|'|f-'it'__

use-context k8s

Context

A container within the poller pod is hard-coded to connect the nginxsvc service on port90 . As this port changes to5050 an additional container needs to be added
to the poller pod which adapts the container to connect to this new port. This should be realized as an ambassador container within the pod.

Task

» Update the nginxsvc service to serve on port5050.

» Add an HAproxy container named haproxy bound to port90 tothe poller pod and deploy the enhanced pod. Use the image haproxy and inject the configuration
located at /opt/KDMC00101/haproxy.cfg, with a ConfigMap named haproxy-config, mounted into the container so that haproxy.cfg is available at
/usr/local/etc/haproxy/haproxy.cfg. Ensure that you update the args of the poller container to connect to localhost instead of nginxsvc so that the connection is
correctly proxied to the new service endpoint. You must not modify the port of the endpoint in poller's args . The spec file used to create the initial poller pod is
available in /opt/KDMCO00101/poller.yaml

A. Mastered
B. Not Mastered

Answer: A

Explanation:

Solution: apiVersion: apps/vl kind: Deployment metadata:

name: my-nginx spec:

selector: matchLabels: run: my-nginx replicas: 2 template: metadata: labels:

run: my-nginx spec: containers:

- hame: my-nginx image: nginx ports:

- containerPort: 90

This makes it accessible from any node in your cluster. Check the nodes the Pod is running on: kubectl apply -f ./run-my-nginx.yami
kubectl get pods -lrun=my-nginx -o wide

NAME READY STATUS RESTARTS AGE IP NODE

my-nginx-3800858182-jr4a2 1/1 Running 0 13s 10.244.3.4 kubernetes-minion-905m
my-nginx-3800858182-kna2y 1/1 Running 0 13s 10.244.2.5 kubernetes-minion-ljyd Check your pods' IPs:
kubectl get pods -Irun=my-nginx -o yaml | grep podIP podIP: 10.244.3.4

podIP: 10.244.2.5

NEW QUESTION 4
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Exhibit:

Set configuration context:

Context

A pod is running on the cluster but it is not responding. Task

The desired behavior is to have Kubemetes restart the pod when an endpoint returns an HTTP 500 on the

/healthz endpoint. The service, probe-pod, should never send traffic to the pod while it is failing. Please complete the following:

» The application has an endpoint, /started, that will indicate if it can accept traffic by returning an HTTP 200. If the endpoint returns an HTTP 500, the application
has not yet finished initialization.

» The application has another endpoint /healthz that will indicate if the application is still working as expected by returning an HTTP 200. If the endpoint returns an
HTTP 500 the application is no longer responsive.

« Configure the probe-pod pod provided to use these endpoints

» The probes should use port 8080

A. Mastered
B. Not Mastered

Answer: A

Explanation:

Solution:

apiVersion:vl kind:Pod metadata: labels: test:liveness

name:liveness-exec

spec: containers:

-name:liveness

image:k8s.gcr.io/busybox args:

- /bin/sh

--C

- touch/tmp/healthy;sleep30;rm-rf/tmp/healthy;sleep600

livenessProbe: exec: command:

- cat

- tmp/healthy initialDelaySeconds:5 periodSeconds:5

In the configuration file, you can see that the Pod has a single Container. The periodSeconds field specifies that the kubelet should perform a liveness probe every
5 seconds. The initialDelaySeconds field tells the kubelet that it should wait 5 seconds before performing the first probe. To perform a probe, the kubelet
executes the command cat /tmp/healthy in the target container. If the command succeeds, it returns 0, and the

kubelet considers the container to be alive and healthy. If the command returns a non-zero value, the kubelet kills the container and restarts it.

When the container starts, it executes this command:

/bin/sh -c"touch /tmp/healthy; sleep 30; rm -rf /tmp/healthy; sleep 600"

For the first 30 seconds of the container's life, there is a /tmp/healthy file. So during the first 30 seconds, the command cat /tmp/healthy returns a success code.
After 30 seconds, cat /tmp/healthy returns a failure co

Create the Pod:

kubectl apply -f https://k8s.io/examples/pods/probe/exec-liveness.yaml Within 30 seconds, view the Pod events:

kubectl describe pod liveness-exec

The output indicates that no liveness probes have failed yet:

FirstSeen LastSeen Count From SubobjectPath Type Reason Message

24s 24s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox” 23s 23s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox"

23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
23s 23s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849¢15382e

After 35 seconds, view the Pod events again: kubectl describe pod liveness-exec

At the bottom of the output, there are messages indicating that the liveness probes have failed, and the containers have been killed and recreated.
FirstSeen LastSeen Count From SubobjectPath Type Reason Message

37s 37s 1 {default-scheduler } Normal Scheduled Successfully assigned liveness-exec to worker0

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Pulling pulling image "k8s.gcr.io/busybox” 36s 36s 1 {kubelet worker0} spec.containers{liveness}
Normal Pulled Successfully pulled image

"k8s.gcr.io/busybox"

36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Created Created container with docker id 86849c15382e; Security:[seccomp=unconfined]
36s 36s 1 {kubelet worker0} spec.containers{liveness} Normal Started Started container with docker id 86849¢15382e

2s 2s 1 {kubelet worker0} spec.containers{liveness} Warning Unhealthy Liveness probe failed: cat: can't open '/tmp/healthy': No such file or directory
Wait another 30 seconds, and verify that the container has been restarted: kubectl get pod liveness-exec

The output shows that RESTARTS has been incremented: NAME READY STATUS RESTARTS AGE

liveness-exec 1/1 Running 1 1m

NEW QUESTION 5
Exhibit:
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Set configuration context:

Task
A deployment is falling on the cluster due to an incorrect image being specified. Locate the deployment, and fix the problem.
Pending

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Suggest the Solution.

NEW QUESTION 6
Exhibit:

Set configuration context:

Kube CONT1E
jIse-context L85
Context
Your application’s namespace requires a specific service account to be used.
Task

Update the app-adeployment in theproductionnamespace to run as therestrictedserviceservice account. The service account has already been created.

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

B Readme  >_ Web Terminal L1 THELINUX FOUNDATION

kubectl run cache ——image=lfccncf/redis:3.

get pods —n web

Running

atudentf@noda—1:-~5% E

NEW QUESTION 7
Context
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Anytime a team needs to run a container on Kubernetes they will need to define a pod within which to run the container.

Task

Please complete the following:

* Create a YAML formatted pod manifest

/opt/KDPDO00101/podl.yml to create a pod named appl that runs a container named applcont using image Ifccncf/arg-output

with these command line arguments: -lines 56 -F

« Create the pod with the kubectl command using the YAML file created in the previous step

» When the pod is running display summary data about the pod in JSON format using the kubectl command and redirect the output to a file named
/opt/KDPD00101/outl.json

« All of the files you need to work with have been created, empty, for your convenience

When creatng your pod, you do not
need to specify a container command ,

only args.,

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

:~% kubectl run appl -—image=lfccncf/arg-cutput ——-dry-run=client -o
dl.yml
de-1:~% wim /opt/RDPD00101/podl.ymll]

Ll THELINUX FOUNDATION

appl
appl

lfcencf/arg-cutput
appl

CluaterFirsat

Rlways

W

fopt/EDPDO0101/podl .. yml™ 15L, 243«
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BBReadme  >_ Web Terminal C1 THELINUX FOUNDATION

appl
appl

lfcencf/arg-output
app 1

counter

liveness-http 1 ; 19
nginx—101 1/ Bunmning
nginx 1£1 gms 1/1 Running
Jl.l:_TiII.if._ - = 1 rLr'J;:Ir._]
pollex 1/1 Bunning
studentBnod i
MAME

appl ! nning

nning
nning
nginx—10 / nning
nginx-configmap f nning
nginx—secrat 1/ Bunmning
poller Running 0 eh3lm
ident@node—1: rl delste [1:::1 .'-.1[1Ii-1.
pod "appl™ deleted
studentBnode-1:~% vim fopt/EDPDO0L01/podl.

ngine— 1/1

nginx-s 3 151

poller 1/1

studentfnode-1:~5 kubectl

HAME READY

appl 1/1

counter 1/1
1/1 nning

: mming

nginx-confi 171 Funning

nginx—secret 1/1 Running
151 HEunning
kubect]l delete pod appl

10101/ podl . yml

RESTARTS

counter

liveness-http | nning

nginx-101 i nning
1 nfigmap 1
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B2 Readme  >_ Web Terminal L1 THELINUX FOUNDATION

pollex 1/ Bunning
atudentfnode-1:~5 } l get =
HAME

nginx- 1/ |

nginx-configmap 1/1 Running
nginx-secr ! Running

pollex ! Funning
student@n =] 2 =5 =kl deletes [:-::.'i .'-.1{11:-1.
pod "appl®™

studentliin

HAME
appl Funning
unter L/ INNAng
T f Running
nginx-101 ! nning
1|.-:_'|"ir1:v|:"r|'..'1:|!_:.-:_;:n.-.|['| 1/ 1'rtr:i:|r_:|'
nginx—-gecret / nning
poller

student@

studentfnode=-1:~5

NEW QUESTION 8
Exhibit:

et configuration context:

Context

You have been tasked with scaling an existing deployment for availability, and creating a service to expose the deployment within your infrastructure. Task
Start with the deployment named kdsn00101-deployment which has already been deployed to the namespace kdsn00101 . Edit it to:

» Add the func=webFrontEndkey/value label to the pod template metadata to identify the pod for the service definition

» Have 4 replicas

Next, create ana deploy in namespace kdsn00I01 a service that accomplishes the following:

» Exposes the service on TCP port 8080

* is mapped to me pods defined by the specification of kdsn00I01-deployment

* Is of type NodePort

* Has a name of cherry

A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:

atudent@nods :~3 kubectl edit deployment kdanl0l0l-deployment —n }:'iHrLE”_Jl"-:']I
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BB Readme  >_ Web Terminal CI THELINUX FOUNDATION

apps/ vl
Deployment

rd=n00101/deployments/ kdsnl0101-depl oyment
Tec3llbf

Myl T

"ftop/kubectl-edit=d4y5r.yaml"

BBReadme >_ Web Terminal L1 THELINUX FOUNDATION

T761-4189-bal0—fbhce7ec31ibf

nginx

25%
25%

RollingUpdate

ngine
webFrontEnd

nginx:latest
Always
nginx

studentlnode-1:~5 kubectl edit deployment kdan00l0l-deployment —n kdan00101

deployment . appsa/kdsn00101-deployment edited

studentf e=1:~% kubectl get deployment kds 0l=-deployment =-n kdan00101

NAME READY OP-TO-DATE AVATLABLE AGE

kdant 0l-deplo ant 4,/ 4 4 Thl7m

student@node-1: iH tl expose deployment kdsn00101-deployment -n kdsa00101 type NodePort
port BO

NEW QUESTION 9
Exhibit:

I
ot
fije

Context

You are tasked to create a ConfigMap and consume the ConfigMap in a pod using a volume mount. Task
Please complete the following:

* Create a ConfigMap namedanother-config containing the key/value pair: key4/value3

« starta pod named nginx-configmap containing a single container using the

nginx image, and mount the key you just created into the pod under directory /also/a/path
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A. Mastered
B. Not Mastered

Answer: A

Explanation:
Solution:
student@node-1:~5% kubectl create configmap another-config ——from—-literal=key4=valuel
configmap/ancther-config created
student@node-1:~5 kubectl get configmap
HAME DATA AGE
ancther-config p o=
student@node-1:~% kubectl run nginx—configmap ——image=nginxk ——dry-run=client -o yaml > ngin conf
ilgmap.yml
stiudentfnode—-1:~5 wim :||;_:|"'.r:_-::|::|r:[_i|:_:|'n|.l15:-.yrn'| a
student@node-1:~% mv ngin configmap.yml nginx configmap.yml
atudentlfnocde-1:~% wim nginx_cal

BBReadme  >_Web Terminal Cl THELINUX FOUNDATION
=] vl

nginx—configmap
nginx—-configmap

nginx
n-:_]'i nx—-configmap

ClusterFirat

Always

"nginx configmap.yml"™ 15L, 262C

BReadme >_Web Terminal L1 THELINUX FOUNDATION

nginx-configmap
ngink-configmap

nginx
nginx—configmap

myvol
/alac/a/path

myTol

ancother—config

13,6

atudentfnode-1:~% kubectl create configmap another—-configq ——from-literal=key4=valuel
configmap/ancother-config created

studentfnode—1:~5% kubectl get configmap

HAME DATA AGE

ancother-config 1 S5a

atudentinode-1:~5% kubectl run nginx-configmap ——image=nginx ——dry-run=client -—-o yaml > ngin conf
igmap.yml

studentfnode—1: Tim ng_':r'u_v.—.-;:-nrigrnﬂr-.}rm'l o i

atudent@node—1: mv ngin configmap.yml nginx configmap.yml

atudentfnode-1: vim nginx configmap.yml

student@node-1: l
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BB Readme >_Web Terminal CI THELINUX FOUNDATION

f nginx configmap.yml

unknown command "f nginx configmap.yml®™
ctl create =h" for he and examples
- kubectl create —f nginkx econfigmap.yml
1 validating data: ValidationBrror(Po
re.¥vl.Container; if you ck

udentifn
student@
pod/ngink—configmap cre
studentfnode=-1:~% kube
HAME READY :
1/1 Bunning

pra |
™
L

AGE
ohd4m
€h45m

S

== B

nginx Running
negine i gmap 1 ConteinerCreating

B
ki =2

6h44m

=]

171 Bunning
ler 1/1 Running
dent@node-1:~% kubectl get pods
HAME READY STATUS RESTLE

liveness-http 1/1 Bunning

nginx—101 1/1 Eunning

nginx=configmap 1/1 nning

nginx—secret 1/1 unning Sm4Zs
poller 1/1 Funning i chd5m
studentfnode -5 1
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